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ABSTRACT

Relationships are omnipresent in data, views and in how we interact
with visualization tools. This tutorial discusses how such relation-
ships can be visually expressed, a process we call linking. The
tutorial addresses the three questions, what, how and when to link
in three separate parts. The first part – what to link – explains that
not only data, but also views and interactions can be linked. The
second part – how to link – discusses how relationships can be vi-
sually expressed, based on perceptual grouping principles. While
we discuss a wide range of methods, we focus on the connected-
ness grouping principle, specifically on visual links, as the topic is
the most powerful in some respects, but also the most difficult to
employ. The final part – when to link – will give an introduction
to scenarios where linking is beneficial, taking into account issues
such as unconventional display devices and collaboration. Again
the focus will be on visual links, but other techniques will be dis-
cussed where appropriate.

1 TUTORIAL CONTENTS

Comparing, evaluating and interpreting related pieces of informa-
tion are fundamental tasks in visual data analysis but also in any
kind of information intensive work in general. This tutorial for dis-
cusses the utility and design considerations of visually expressing
relationships between such pieces of information. We refer to this
process of expressing relationships as “linking”. The three parst of
the tutorial are the following:

1. Part 1: What to link?
Relationships can be contained in the data, can exist between
views, as well as on the interaction level.

2. Part 2: How to link?
This part is concerned with the different possibilities for visu-
ally expressing relationships.

3. Part 3: When to link?
In the third parts we discuss scenarios for visual linking, such
as linking for multiple users, across applications, in uncon-
ventional display environments, etc.

1.1 Part 1: What to link?
The first part of the tutorial will elaborate on the different levels on
which relationships can exist in the context of visualization. These
are:

Data Level Relationships Relationships in the data can be
defined by a similarity or dependency in the data. Relationships
can be 1:1 but also 1:n and n:m. These relationships can exist on
any level of data granularity:
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1. between attribute values of a data item, such as belonging to
the same data tuple – a relation that is regularly used, e.g., in
parallel coordinates,

2. between multiple data items, as determined, for example, by
clustering algorithms,

3. between groups of data items, e.g., when sharing the same
data items [24, 22],

4. between entire datasets, e.g., when there are foreign key rela-
tions between them [42],

5. between groups of items of different datasets, basically as a
combination of 3 and 4 [25]

View Level Relationships Relationships on the view level
capture dependencies between different parts of a visual represen-
tation. This is mostly done when views are displaced and shown
at a different location. For example, it is quite common that an
overview indicates the relation to an adjoint detail view by show-
ing which part of it is displayed in detail [16]. Another instance,
in which displacement is communicated to a user is when geospa-
tial information is repositioned, such as, for example by Wood and
Dykes [50].

Interaction Level Relationships Data items and views can
also stand in a relationship due to their combined use. Such
can be determined either from a preconceived workflow [42] or,
for example, from logged interaction as in VisTrails [1]. Such
relationships are usually communicated in a separate view that
shows the dependencies between data and views to be used in
concert in a certain order, such as Kreuseler’s History Tree [20]
or Aruvi’s navigation view [39]. In some cases, such information
can also be found integrated into the UI elements, such as done by
Scented Widgets [48].

This part of the tutorial will elaborate on each of these sources of
relationships. It will detail for each individually, with which meth-
ods to capture and evaluate such relationships, including clustering
fundamentals and different concepts to log visualization sessions.

1.2 Part 2: How to link?
After discussing the different levels on which relationships in
datasets can occur, part two will be dedicated to the different means
of representing them. We distinguish different classes of links
based on Gestalt principles [47] and recent extensions [31, 30] that
constitute perceptual grouping principles. For an excellent review
of perceptual grouping and other perceptual consideration in visu-
alization refer to Healey’s and Enns’ review [9] or to the accompa-
nying website1.

• Similarity – A visual variable other then position is co-
modulated between linked entities or (identical or related)
glyphs (e.g., a pointer or a label) are added in immediate prox-
imity or connected to the linked items. Alternatively, every-
thing but the linked entities is modulated, e.g., by darkening
or blurring.

1http://www.csc.ncsu.edu/faculty/healey/PP/index.html



• Proximity – Linked entities are placed in close proximity.
• Connectedness and common region – Linked entities are

surrounded or connected by a geometry.

Other perceptual grouping principles, such as common fate,
good continuity and past experience and good continuation will
be briefly mentioned, but their applications are rare for various
practical reasons.

While we discuss representatives of all classes, we focus on
those that employ connectedness, since connectedness is both a
powerful grouping principle but also sometimes difficult to employ,
as, for example, its extensive use can lead to clutter. Also, there has
been much research in the area lately with many novel techniques
presented.

Similarity Color similarity is being almost universally em-
ployed for highlighting and brushing in visualization systems. Most
Multiple Coordinated View (MCV) systems, like, for example,
Tableau [41], or VisPlore [33], employ colored brushing to con-
nect views such as parallel coordinates, histograms, or scatterplots.
Color was also used in the when Linking+Brushing was first in-
troduced [2]. Reasons for the widespread adoption of color are its
ease of implementation, its ability to concurrently highlight arbi-
trary numbers, and its preattentive properties [44, 49]. Preattentive
entities are recognized immediately, independent of the number of
distractors. Non-preattentive attributes require serial search, i.e.,,
conscious (attentive) comparison of every item. Employing color
for highlighting, however, also has several drawbacks. While color
is ideally suited to encode many items of one class, color is ill suited
to encode many classes, i.e.,, the selective properties of color are
limited. Healy [10] found that more than seven colors lead to re-
duced performance in accurately and rapidly detecting the colors.
Also, color may be already employed to encode other attributes.
SimVis [5], for example, uses color to encode other parameters, and
falls back to (binary) saturation to highlight brushed areas. Equally,
color can not be used for highlighting when color is used to encode
a value, such as in pixel-based techniques.

Synchronous blinking is another form of similarity. While it is
preattentive, it is also considered disturbing by many users and can
hardly be used for more than one or two items. Techniques that
add a symbol or glyph, for example a frame or an underline, or a
label are another method to make use of similarity. Drawing glyphs
or symbols and labeling can theoretically encode many relation-
ships simultaneously. However, glyphs and labeling are even less
selective than color, meaning that finding two related items requires
serial search when enough distractors are present.

Modulation of content can also be used inversely, meaning that
only the portions of a view that are to be linked are not modulated,
and therefore the “not-modulation” is what constitutes the similar-
ity. Modulation of the surrounding is typically done by decreas-
ing saturation [51], brightness [51, 17], or sharpness [18]. Zhai et
al. [51] show that darkening and decreasing saturation are highly ef-
fective but negatively affect user satisfaction. Hoffmann et al. [11]
reproduced the negative user rating for darkening, and found that
darkening was more error-prone than colored highlighting or con-
nectedness. Kosara et al. [19] found that blurring is also highly
effective as a highlighting technique. We can generalize that the
modulation of the surrounding is very effective, but not versatile
and not scalable. In fact, it is not possible to express more than
one relationship at once. Also, the implementation is sometimes
not straight-forward (blurring may require shaders, for example).
Combined with the low user satisfaction this may be the reason why
these techniques are not widely used for highlighting (synchronous
or individual), even though all these techniques are preattentive.

Proximity Proximity as a grouping/linking principle requires
that the visual variable position is not used to encode data. Conse-
quently, interactive linking using proximity is mostly used in graph

visualization, where users can select and drag portions of graphs
to a shared location to symbolize a relationship (e.g., [26]). Sort-
ing or filtering of tables based on specific criteria (e.g., [34, 38])
arranges items with similar or shared features in close proximity to
each other as well. Automatically derived relationships are often
encoded using position, for example in multidimensional scaling
approaches [43], or in projections of word clouds based on seman-
tics [32].

Connectedness Connectedness (or uniform connectedness
[30]) was shown to be a very strong grouping principle, even
stronger than classic Gestalt principles [47] such as proximity, sim-
ilarity, or common fate [30, 52]. It was also shown that connected
elements are perceived preattentively, approximately at the same
speed as proximity, but faster than similarity [8]. Ziemkiewicz and
Kosara distinguish between three forms of connectedness, namely
connector, outline, and fill [52]. The latter two are what Palmer
refers to as common region [31].

We distinguish between general links, as they are, for example,
used in node-link diagrams (where the links are representation of
the edges, which are part of the data structure), or in parallel co-
ordinates plots (where the links encode the actual information) and
visual links. We define visual links as “continuous shapes such as
connection lines, curves, or surfaces that connect or surround mul-
tiple related pieces of information, thereby augmenting a base rep-
resentation” [40]. In this context, a base representation is a image
or visualization that is meaningful without the addition of visual
links. The notion of base representation sets visual links apart from
the general links, as they are used in node-link diagrams, where the
meaning of the diagram is lost if the links are not present. There are
two types of base representations. The first one is not aware of or
does not adapt to visual links at all, i.e.,, visual links are superim-
posed on existing visualizations. The second type of base represen-
tations may leave empty space for the visual links, or may adjust its
content for improved links routing.

The power of Visual Links is their unique ability to encode re-
lations stronger than other methods, such as proximity, color, size
or shape, can [30, 52]. Steinberger et al. [40], for example, have
shown that search tasks can be performed more efficiently with
visual links compared to colored highlighting. Consequently, Vi-
sual Links have gained widespread attention in the visualization
community in recent years, with many publications on routing
(e.g., [7, 12, 13]), on their application to multiple simultaneous vi-
sualizations (e.g., [3, 23, 45]), and on their use as a general tool to
show and encode relations (e.g., [4, 21, 24, 27, 35]).

Linking entities, albeit being a strong grouping and highlighting
principle, does not scale well. As the number of links increases,
their paths become hard to follow. Bundling strategies have been
developed to group and organize the links and make linking scale
to larger numbers. Bundling strategies either utilize an underlying
structure, such as a hierarchy [12, 14]; use a force-directed layout
where links attract each other [13]; or formulate the problem as an
optimization to minimize the required ink [7]. A related problem,
which is more relevant for visual links than general links, is that
clutter makes the underlying base representation hard to read, an
issue which is addressed using context-preserving visual links [40].

1.3 Part 3: When to link?
Having discussed where the relationships can come from and how
they can be visually expressed, part three will elaborate on the dif-
ferent application scenarios that can potentially benefit from link-
ing, specifically visual linking. We distinguish linking scenarios
according to four variables – whether the setup comprises one or
multiple visualizations, applications, displays and/or users. All
kinds of combinations between these variables can be found in
state-of-the-art systems and will be demonstrated by means of con-
crete examples from the literature. The higher the heterogeneity of



the setup is with respect to these variables, the more challenging it
is to come up with an effective linking solution.

Linking within a single visualization Linking is often used
to encode additional relationships in a single visualization. Exam-
ples that employ visual links are simple node-link diagrams with
hyper-edges added on top, but also Fekete’s treemap overlays[6],
Hierarchical Edge Bundles [12] and ArcTrees [28].

Linking across multiple visualizations Relationships be-
tween multiple visualizations are the most common linking sce-
nario in visualization systems. Basically all MCV systems fall into
this category. There are also various examples of applications using
visual links between multiple visualizations. In the tutorial we will
use the formalism proposed by Collins and Carpendale in their Vis-
Links work [3] to classify existing systems with respect to the inter-
play between datasets, relations within datasets and visualizations.
However, their formalism stops at single applications. Therefore, in
the final part of the tutorial we extend the formalism to also cover
scenarios that include multiple applications, multiple displays as
well as multiple users.

Linking across multiple applications Many state-of-the-art
visualization systems allow users to analyze their data in a multi-
ple coordinated view fashion. However, creating one single super-
application that supports users in all their analysis needs is unre-
alistic. In real world situations, a profound visual analysis often
comprises multiple, highly specialized and expensive tools. We are
going to discuss approaches that allow to visually express relation-
ships across multiple applications, for instance the Snap-Together
system [29] and our own work on visual links across applica-
tions [45].

Linking across multiple displays It lies in the nature of visu-
alization that the available number of pixels is a restricting factor.
Even for medium-scale data analysis scenarios, the number of data
items exceeds the available pixels for visualizing them. Abstrac-
tion techniques are one way to handle the problem, another way
is to extend the available screen real estate. The spectrum ranges
from a high resolution multi-projector system to off-the-shelf multi-
desktop setups. In such setups the distance between the elements to
link naturally increases, possibly even placing relevant entities out
of a user’s field of view. We will discuss the design choices made
in a series of well established multi-display environments.

Linking for multiple users Collaboration is known to be an
important building block for solving complex domain problems.
For a comprehensive analysis, experts from multiple domains with
different background knowledge are beneficial. However, in such
multi-user scenarios the challenge lies in the coordination of the
involved users. We will conclude part three by again presenting
selected work on multi-user systems where linking plays a role,
for instance, Isenberg and Fisher’s collaborative linking and brush-
ing [15] as well as Waldner’s work on collaborative visual link-
ing [46].

2 INSTRUCTOR INFORMATION

Marc Streit is assistant professor at the Johannes Kepler Univer-
sity Linz in Austria and currently also a visiting researcher at the
Center for Biomedical Informatics at Harvard Medical School. He
received his PhD from Graz University of Technology in 2011. He
has won the Best Paper Award at InfoVis’11 and GI’10, and the
3rd Best Paper Award at EuroVis’12. In 2013 he will be co-editing
the IEEE Computer Special Issue on Visual Analytics. His research
focuses on information visualization and visual analytics, where he
is particularly interested in topics such as the analysis of heteroge-
neous datasets as well as visual linking. His research is embedded
in the Caleydo project 2.

2http://www.caleydo.org

Alexander Lex is a post-doctoral researcher at the Visual Comput-
ing Group at Harvard School of Engineering and Applied Sciences.
He received his PhD in 2012 from Graz University of Technology
in Austria. His research interests are visualization especially in the
context of molecular biology and human-computer interaction. He
focuses on divide and conquer visualization for multidimensional
inhomogeneous our heterogeneous datasets, on pathway visualiza-
tion as well as on visual linking. He is one of the core members of
the Caleydo project.

Together Marc and Alex have so far published numerous papers
directly related to visual linking, among them one paper dealing
with view arrangement for efficient visual linking in 2.5D and
2D scenes [23], one employing visual linking to show relations
between multiple clustered sub-groups of multi-dimensional data
sets [24], one discussing how to link across applications [45] and
one paper on context preserving visual links [40]. The last two
articles have won the best paper award at GI’10 and InfoVis’11
respectively.

Hans-Jörg Schulz received his PhD in 2010 from the University
of Rostock, where he is now a post-doctoral researcher and also
an associated researcher at the Graz University of Technology. His
research interests include graph visualization and exploration, as
well as their application to heterogeneous information landscapes,
containing multiple interlinked data sets from various sources. He
often employs his research in the context of the biomedical domain
and systems biology. With his expertise in graph visualization, his
perspective on showing relationships in data stems from a graph
drawing point of view. While his main interest lies with visualiz-
ing hierarchical relationships in data [37, 36], he also, for example,
utilized visual links and link-based interaction techniques for bipar-
tite graph visualization [38]. As a self-confessed tree visualization
aficionado, he spends his free time collecting entries for his Visual
Bibliography of Tree Visualization (http://treevis.net).

The presenters have recently published an article describing how
visual linking can be used in an heterogeneous, guided analysis sce-
nario [42] as well as two papers where linking is heavily used to
connect multi-form visualizations [22, 25]. The latter has won the
3rd best paper award at EuroVis’12.
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